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ABSTRACT
In this project, a fully‑integrated autonomous Mars rover system is built. The rover can navi‑

gate through an arena, detecting aliens, buildings and underground infrastructure along the path
exhaustively. The rover is powered by batteries charged at a power stationwith photovoltaic cells.
Maximum power point tracking and state of charge estimation algorithms are implemented for
energy monitoring. A hybrid on‑off and proportional controller, with feedback from optical low
sensing, is implemented to drive the rover and track its position and angle. To ensure the accuracy
of position tracking, ultrasound and infrared devices are added for error detection and correction
purposes. During rover exploration, a Doppler radar followed by an analogue ampli ication and
iltering circuit is used to detect underground power stations. A camera is used for the identi ica‑
tion of aliens and buildings. Pre‑processing ilters are irstly applied on the frames captured for
noise removal. Since buildings have white and black stripes, a 1D re ined edge detection method
based on HSV is applied to decompose the building into individual stripes. Then, self‑designed al‑
gorithms are applied to extract aliens and buildings information fromHSV data. Situations where
multiple objects are presented within one image are also well‑considered. For endpoint users to
monitor rover status and collected information, a web app is developed. A database server and a
web server are set up on the AWS cloud to allow data exchange.
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1
Overall Design and Architecture

In order to divide and conquer the project, an initial requirement diagram is drawn to identify function‑
alities required by the Mars rover system, as shown in Fig. 1. For non‑functional requirements, the rover
needs to complete the exploration of the arena within a reasonable amount of time. The system also needs
to be easy to use andhave a relatively short end‑to‑end communication latency to keep the rover responsive.
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<<requirement>>
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Fig. 1: Requirement diagram of the project

During the designing stage, a high‑level structural diagram is drawn showing the overall architecture and
the communication structure of the Mars rover system, as shown in Fig. 2.

Fig. 2: Block de inition diagram showing the overall structure

2
Project Management

To facilitate group collaboration, a progress management chart was created to keep track of the project
schedule. Daily group meetings were conducted to update working progress and discuss plans.

Fig. 3: Project management chart



3
Energy

The energy subsystem aims to convert solar energy to electrical energy to charge the batteries for the rover.
3.1 Theory

The current‑voltage (IV) characteristics for a photovoltaic (PV) cell and a battery are respectively given by:
I = ISC − IS(e

V
VT − 1) V = E − IRESR

where ISC: current under short circuit conditions, whereE: electromotive force (EMF),
VT : thermal voltage, and IS: reverse saturation current RESR: internal resistance

Themaximum power point (MPP) is the global maximum power that the PV cell can provide. [1] Maximum
power point tracking (MPPT) is the process of tracking the MPP on the power‑voltage curve. MPPT can be
achieved using switch mode power supplies (SMPS) to match the battery load to the MPP.
Impedance referral is used to analyse the IV characteristics [2] seen from the input and output. For an input
voltage V1 and an output voltage V2, and for kV = V2

V1
, assuming power conservation, the referred voltage is

V ′
2 = V2

kV
and the referred impedance is Z ′

2 =
Z2

kV
.

3.2 PV cells and battery characterisation

(a) IV characteristic of different arrangements of PV cells (b) IV characteristic of battery
Fig. 4: IV characteristics measurements

The IV characteristics of PV cell(s) in different arrangements (single, 4 series (4S), 4 parallel (4P), 2 series
2 parallel (2S2P)) as well as the battery are shown in Fig. 4b. The main observations are:

• In low light level (indoor), the current is signi icantly smaller than in strong sunlight (outdoors).
• Cells arranged in series have larger voltages whereas cells arranged in parallel have larger currents.
• The built‑in battery management system (BMS) limits the current to 1.8A, or much lower (down to
10mA) when the battery is close to fully charged.

Partial shading has little effect on PV cells in parallel but has a signi icant effect on PV cells in series, since
the shaded panel impedes the current low through the overall circuit when connected in series. Bypass
capacitors are tested to be effective in reducing the effect of partial shading (Appendix ig. 5).
3.3 Design Process

The design process involves understanding the IV characteristics of the PV cells and the battery, limitations
in hardware, and testing the SMPS in open‑loop.

Vin

Iin

Earth

Mars

kV > 1
kV ≈ 1

kV < 1

Vout

Iout

kV ≈ 1

kV > 1

kV < 1

Fig. 5: Impedance referral graphs for battery and PV cells

The IV graph from the input side is sketched by applying impedance referral on the battery (Fig. 5). Assum‑
ing good lighting conditions, the MPP is estimated to be not far left from the battery load line. If the solar
irradiance on Mars (590Wm−2 in comparison to around 1000Wm−2 on Earth) is considered, the MPP will



be shifted towards the left even further. Hence, in theory, the condition kV = Vout

Vin
> 1must be met.

Hardware limitations include voltage limits in synchronous Buck andBoost SMPS, the quantity and position
of current sensors, and the quantity of Arduino adapters provided.
Consequently, some potential system layouts can be concluded non‑feasible:

PV cell SMPS Feasible (?) Comments
4S, 2S2P ‑ 7 SMPS voltage limit

4P Buck S/NS 7 Could only work in high irradiance levels (Refer ig. 5)
4P Boost S 3 Pros: Highest ef iciency

Cons: Cannot do MPPT
4P Boost NS 3 Pros: High ef iciency with MPPT

Cons: Could not access MPP region in high irradiance levels
4P Buck‑Boost S 3 Pros: High ef iciency with more robust MPPT

Cons: No access to input and output power
4P Boost‑Buck S 3 High ef iciency with more robust MPPT

(Final design) Can measure input and output power easily
(S: synchronous; NS: non‑synchronous)

3.4 Experimentation with different system layouts

All 4 feasible designs were further tested (outdoor with high irradiance):
• Boost S charges the batterywith duty cycle, δ = 0. This is equivalent to a direct connection across the
SMPSandhence thehigh ef iciency. TheMPPTcouldnotworkbecause it cannot access theMPPregion
that is on the right side of the battery IV curve. Another shortcoming is that with high irradiance level
the battery could not be safely plugged in because Vout > 5.2V.

• With Boost NS, the MPP is around δ = 0.2 (Fig. 6a). It is different from Boost S because of the voltage
drop of around 0.7V across the diodewhen in NSmode. This characteristic caused the Vout

Vin
ratio to be

< 0 when δ = 0 hence enables the MPPT to work. However, it is discovered that when the battery is
close to fully charged, extra logic is required to regulate the output voltage and limit the current so that
it can continue to charge with a much lower current. Note: With the fact that the solar irradiance on
Mars is around half when compared to Earth, both systems with only Boost would work well because
lower irradiance level corresponds to smaller current and voltage as shown in Fig. 5 (left).

• Buck‑Boost S charging system works well with reasonably high ef iciency. However, it was not con‑
sidered due to the absence of current sensor at the input and output.

• For Boost‑Buck S, the overall system is more robust as with the Buck, the IV characteristic of the PV
cells can be shifted so that the open circuit voltage of the PV cell matches themaximumoutput voltage
allowed for charging of the battery. As a result, it is easier to maintain the output voltage when the
battery is close to fully charged.

The speed of charging depends on the power ratings of the panels and the ef iciency of the system. The
power ratings for each panel is constant for all 4 designs. The ef iciencies for different duty cycles was col‑
lected and then averaged (Boost NS: 81.6%; Boost‑Buck S: 84.4%; Buck‑Boost S: 83.9%; Boost S: 90.8%).
Single Boost S is the most ef icient, and other designs have similar ef iciencies. Note that these measure‑
ments could be prone to errors due the environmental changes and reaction time.

(a) Open loop Boost NS test

Boost Buck Battery

Vout

relay
5V

100 kΩ

A1

VM

(b) Phototransistor circuit and top level design of charging circuit
Fig. 6: (a) Example open loop test and (b) Top level of inal design

3.5 Final design

The top level of the inal design is as shown in Fig. 6b. Boost‑Buck S is chosen because it is highly ef icient,
simple to implement and has the lexibility to access both sides of the unreferred battery load line.



A phototransistor is used to detect changes in irradiance to which human might be insensitive. A dimen‑
sionless scale from 0 (maximum sunlight) to 1023 (strongly shaded) is used.
3.6 Charging algorithm

The charger is implemented with 5 states on the Boost S: IDLE, MPPT, DONE, NIGHT and ERROR (Fig. 7a).
• IDLE: Duty cycle is adjusted to (5V) in preparation for battery to be safely plugged in.
• MPPT: When the battery is plugged in, the Perturb & Observe (P&O) algorithm tracks the MPP (refer

ig. 7b). If theVout goes beyond the rangedue toMPPT, the change is reverted tomaintainVout between
4.55V and 5.15V (de ined as soft limits). When the battery is close to fully charged, the BMS limits
the power (Fig. 8b), causing Vout > 5.2V. In this situation, revert algorithm is replaced by another
algorithm which regulates the output voltage by decreasing the duty cycle.

• DONE: Since the BMS cause a rapid decrease in current due to its power limiting characteristic, a cur‑
rent threshold is used to detect a fully charged battery. When detected, it will disconnect the circuit.

• NIGHT: When the input power and irradiance becomes low (detected by photodiode), the relay dis‑
connects the circuit. It transitions back to MPPT state if the irradiance increases and input voltage
regulated within range.

• ERROR: Immediately disconnects the circuit to protect the battery.

IDLE
δ = 1− Vin

5

NC closed
start MPPT

NC closed
DONE

NC open

ERROR
NC open

NIGHT
NC open

Pin > 50mW Iin < 50mA

Vout < 4.5V or
Vout > 5.2V

low irradiance
Pin < 400mW

high irradiance
4.5V < Vout < 5.2V

battery out

(a) Power electronics interface state machine

Start, δ = 0.2,
step = +1

Increment δ
by step × 1

255

Is ∆Pin < 0 ?

Change the
sign of step

yes

no

(b)MPPT algorithm

Start, δ = 5
Vm

Is Iin < 150 ?

battery in

δ = 1
yes

δ = 0.85
no

(c) Buck logic

Fig. 7: Charging algorithm

With the Buck in the second stage, the impedance seen by the Boost can be adjusted. The logic used in our
design is as shown in Fig. 7c. Fast loop (Ts = 0.01 s) is used for state machine, calculating moving average,
regulating soft limits and output voltage, whereas slow loop (Ts = 1 s) is used for MPPT, relay switching
and corner state cases.
For the MPPT, the P&O and Incremental Conductance (IC) algorithm were both tested. Experimental re‑
sults showed similar tracking speed and effects of change in irradiance level for both algorithms (Appendix
ig. 26b). This could be due to dif iculty of keeping the testing conditions constant. The P&O algorithm is
chosen over IC because it is easier to implement and improve (Fig. 7b). The test results of MPPT and state
transitions are shown in Fig. 8a and Table 1.

(a)MPPT tracking for Boost and Boost‑Buck (b) Power limit by the BMS
Fig. 8: MPPT tracking and power limiting graph



Time (min) State Irradiance δ Vin(V) Iin(mA) Pin(V) Vm(V) Vout(V)
0.5 idle 3 0 5.77 0 67 5.77 5
0.5 mppt 3 0 5.75 50.2 111 5.73 4.94
3.9 mppt 7 0.27 4.86 914.5 4445 6.22 4.92
4.1 mppt 1023 0.28 3.94 73.2 431 5.37 4.53
4.1 night 1023 0.28 3.89 71.6 333 5.37 4.53
4.7 night 4 0 5.85 15.9 85 5.85 5.86
4.8 mppt 4 0 5.87 11.6 67 5.86 5.01
5.0 mppt 7 0.02 5.71 262.5 1499 5.64 4.66
5.1 mppt 7 0.04 5.69 306.1 1736 5.69 4.69
19.2 mppt 4 0.05 5.58 280 1557 5.8 4.77
19.2 done 4 0.05 5.76 18.8 111 6.03 5.14

Table 1: Test results that show state transitions

Improvements were made to tackle some problems (Table 2) :
Problem Solution

Voltage and inductor current ripple is non‑negligible Moving average implemented using arrays.
Current sensor giving out random zeros Discard data when current is 0 using if statements & boolean func‑

tions.
Slow tracking when irradiance is high Implement varying duty cycle step size

Table 2: Improvements for charging algorithm

3.7 Battery state of charge (SOC) and rover range estimation

AnACS711 current sensor is used tomeasure the current from the battery to the rover system. The sensor is
Hall effect, tominimise the reduction in voltage, and a difference ampli ier is used to increase the resolution
of measurements of currents around 1A. The SOC of the battery is estimated using Coulomb counting,
SOC = SOCinitial − 1

Cbattery

´ t
0
I(t) dt, and the range of the rover is thenRrover =

Cbattery×SOC×vrover
I

.
Components Voltage (V) Current (mA) Power (W)

LEDs 4.81 0.34 1.635
Radar 4.98 0.052 0.259
FPGA 4.87 0.39 1.899
OFS 4.99 0.02 0.1

ESP32 4.97 0.07 0.348
Table 3: Power consumption of each components

The range can also be estimated with a time‑based model, based on the measured typical power consump‑
tion of each component, as shown in Table 3.
4

Drive

The drive subsystem aims to control and track the rover’s movements during navigation.
4.1 DCmotor control with H‑bridge

The rover’s wheels are controlled by DC motors. In steady state, the angular velocity of the shaft is propor‑
tional to the voltage across the armature. A pulse‑width modulation (PWM)‑controlled H‑bridge controls
the magnitude of angular velocity by changing the duty cycle (hence the effective DC voltage), and controls
the sign of angular velocity by changing the polarity of the supply. From a doublet response under no load
conditionwith video tracking, the voltage to angular velocity transfer functionwas found to have irst order
characteristics, with static gain µ = 1.6 rad s−1 V−1 (with 5V) and time constant τ = 0.13 s.
4.2 Tracking with optical low sensor

Local:
{
dr = dy′

dφ = dx′

D

where D is the distance from
the OFS to the center of rotation Global:


dθ = dφ

dx = dr cos θ

dy = dr sin θ

The rover has two translational degrees of freedom (DOFs) and one rotational DOF, hence its state space
is R2 × S1. The ADNS‑3080 optical low sensor (OFS) tracks changes by considering the low of visible
features in different frames. The OFS local (dx′, dy′) changes are converted to the rover’s local polar (dr, dφ)



changes, which are then converted to the rover’s global (dx, dy, dθ) changes. The latter are added to obtain
the time evolution of the rover in state space. The rover is an underactuated system, since its current angle
θ determines the next possible translations in x and y.
4.3 State space model

The rover system is de ined to have inputs δL, δR ∈ [−1, 1], with |δL|, |δR| the duty cycles and sgn δL, sgn δR
the polarities of the H‑bridge. The ideal transfer function from these inputs to the linear and angular veloc‑
ities of the rover are then: [

v

ω

]
=

8

0.13s+ 1

[
KrR
2

KrR
2

−KφR

2D

KφR

2D

][
δL

δR

]
(1)

where R is the radius of the wheel and Kr, Kφ ∈ (0, 1) are gains accounting for the reduction of the shaft
due to torque requirement depending on rover mass and surface friction.
A PID controller was attempted to control the local distance and angle simultaneously, using a decoupling
matrix to remove cross‑coupling and frequency‑separated dual loops for velocities and coordinates respec‑
tively. The control structure in Fig. 9 was tuned in simulation, discretised and implemented in code. The
idea was to give a (r, φ) reference which varies with time to control the rover movement. However, due
to strong and dif icult‑to‑model non‑linear effects, such as static friction at low velocities and motor speed
saturation limits, this design was found to be lacking robustness. As a result, it was replaced by a simpler
logic, which turns out to be both more easily implementable and more suitable for exploration purposes.
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Fig. 9: Attempted PID‑based drive control structure

4.4 Drive control logic

Driving controls are divided into rotations and translations. The driving logic implemented is a hybrid
on‑off controller for the target variable (r for translations, φ for rotations) and a proportional controller
(Pr = 0.01, Pφ = 1) for the unchanged variable (φ for translation, r for rotations). The local coordinates
are reset after each movement command. The block diagram representation is shown in Fig. 10.
If a target distance or angle is speci ied, the rover rotates or translates to the target andbrakes after reaching
it, but this often led to overshoots due to inertia. Instead, the rover ismade tobrakewhen the target iswithin
a certain range, given by a constantmultiplied by the linear or angular velocity. It was found that, on amotor
speed scale from 0 to 1, Pω = 0.025 and Pv = 0.01 are suitable constants for this purpose.
To move from point to point, the rover is irst made to rotate through the principal angle required to orient
the rover in the correct direction. The rover then translates until it reaches the point of interest.

φd = 0

[
1 Pφ

1 −Pφ

]
vd

vmax

eφ

G(s)
+ errors

δL

δR

1
s

1
s

v

ω

r
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−

(a) Translation controller

rd = 0 [
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]er

ωd
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δL

δR

1
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1
s

v

ω

r
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−

(b) Rotation controller

Fig. 10: Movement controllers

4.5 Timing and communication

The drive program is implemented as a library and runs on Core 1 of the ESP32 microcontroller as a high
priority task interrupting the main loop for a brief interval of around 300 µs at each sampling time. The
latter was chosen to be 20ms, a value large enough to avoid quantisation errors of the OFS when the speed
is low, and small enough to avoid over low when speed is high.



5
Vision

The vision system aims to detect aliens and alien buildings andmeasure their relative positions to the rover
with their dimensions. The acquired data would be used to perform routing and mapping.
5.1 Alien Detection

Pre‑Process Filter: Gaussian Filter
Since the Fourier‑transformed of the Gaussian distribution has a low‑pass ilter characteristic, convolving
an image with a Gaussian kernel is equivalent to multiplying the frequency spectrum of an image with a
low‑pass ilter, suppressing high‑frequency additive Gaussian noise.
Initially, a 3×3 kernel designwas developedwith a shifting RAM,which holds the information of three rows
of pixels with one‑pixel input and two‑pixel output, allowing access to pixels from the previous two rows
with aminimum delay. However, a more computational andmemory‑ef icient waywas found later andwas
taken as follows. Due to the jointly Gaussian distribution characteristic, its corresponding 2D kernel can be
separated into two 1D vectors.
For 2D convolution, a total number of (2K + 1)2 computational operations is required, with the given ilter
size 2k + 1. In comparison, in the 1D case, the number of operations is kept as 2k + 1. Therefore, the
total computation could be reduced to 2(2k + 1) from (2k + 1)2. One valid method suggests discarding y‑
convolution and only recording the blurring effect according to horizontal pixels. It could primarily exploit
the usage of logic elements, although some slight and durable distortions are introduced. An approximation
is taken such that the convolution is done in integers to accelerate the calculation, as shown in Fig. 11a.
Pre‑Process Filter: Median Filter
A median ilter (Fig. 11b) is applied to reduce noise further. Each target pixel is replaced by the median
values of its neighbouring entries within the prede ined kernel window.

10 111 90 239 8 70 90 88

22 8 31 49 31 8 29

60 33 190 220 219 200 23 9

(a) 1×5 Gaussian ilter, with results right shifted by 6 bits

10 111 90 239 8 70 90 88

22 35 77 65 311 80 29

60 33 190 220 219 200 23 9

(b) 1× 5median ilter, with median 77 assign as target

Fig. 11: 1D Filter kernel

HSV Conversion
Identifying speci ic colour under different light intensities based on RGB could be challenging as the three
parameters are co‑related to the colour luminance. The introduction of HSV vastly simpli ies the tuning
process since it isolates luminance from colour information.
The range of Value and Saturation of HSV is mapped to a [0‑255] integer space to avoid loating‑point arith‑
metic. Apart from that, a ive‑stage shifting register array is used to store ive consecutive pixels, such that
a target pixel would only be valid if it shares the same colour with its neighbourhood. This method reduces
the noise effect.
Data Analyst
The pixels after HSV conversionwould be analysed by the algorithm shown in Fig. 12 to deduce the bound‑
ing box of the alien. The general concept of the algorithm is to initially infer the possible region of the
alien based on pixels in every row and con irm the region by increasing or decreasing the credibility of that
estimated region with the accumulation of rows. A new estimated region would be considered when the
region is no longer trustworthy. After examining all rows, the estimated region thatmeets the de ined cred‑
ibility requirement would be treated as the bounding box of the alien. This requirement is applied to avoid
misidentifying the darkening colour at the bottom of light aliens, caused by the re lective light from the
ground and the shadow of the alien. The accumulated dark colour at the bottomwill not meet the set cred‑
ibility requirement and, therefore, will not be wrongly considered as a new alien. Generally, this algorithm
could achieve high accuracy while keeping the memory usage low for each corresponding colour.



Three rules are followed when deciding whether an inferred alien region selected from every row is valid
1. The number of pixels belonging to speci ied colour should be larger than a certain threshold to reduce

the in luence of noise in the environment.
2. The row deviations should conform to a prede ined threshold which limits themedian of the inferred

region obtained in every row from largely deviating from the median of the estimated region con‑
cluded from the past N rows.

3. Regarding the boundary difference, the length of the inferred alien region is also limited to another
certain threshold.

As shown in Fig 13a, the variable Trust represents the credibility of an alien located in the current esti‑
mated alien region. If the three rules above are met, this value is added by one, indicating that this region is
more trustworthy. At the same time, the region would grow itself to adapt to the newly added segment. In
contrast, this value is subtracted by one if any requirement is not met. When it reaches zero, the estimated
region R would be reconsidered. At the end of every frame, the valid estimated region R with Trustmeet‑
ing the set requirement is regarded as the bounding box of the alien. In distance measurement, the average
bounding box of ive continuous frames is computed to provide stable distance information.

Valid data segment.
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Fig. 12: Alien Data Analyst Algorithm
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Fig. 13: Detection Algorithm

5.2 Building Detection

Pre‑Process Filter
The median ilter is embraced for building detection over other averaging ilters, as it re‑uses the image’s
existing pixels, retaining the building’s edge information. Apart from that, it can remove stand‑alone high
intensity black andwhitepixels signi icantly. Hence, thedetection is simpli ied asbuildings are also inhighly
intense colour. In contrast, Gaussian ilter is removed from the ilter sets, as it gives rise to edge vanishing
and phantom edges. [3]
Re ined Edge Detection
Building detection is based on a different approach. Since the distance and dimension information is only
relevant to the vertical edges of the building, the detection of horizontal edges is not considered, aiming to
reduce computational complexity and unnecessary usage of logic elements. Initially, a 1D edge detection
method was developed according to the luminosity in grey‑scale space. However, the technique was shown
to be non‑robust regarding various lighting conditionswhere different levels of greyness appeared onwhite
and black stripes that could be potentially misidenti ied as edges. To tackle this, a re ined edge detection
method based on the concept of increasing contrast was introduced (shown in Fig. 14), wherein the kernel



coef icients are unchanged but each pixel source is replaced by the possible classi ied HSV black(‑1) and
white(1) pixels. A total of 13 pixels are considered to differentiate an edge point between black and white
stripes to compensate the “pixel deformation” in Appendix Fig. 27 observed by the experiment.

-1 -1 -1 -1 0 0 1 1 1 1 1 0 0 -1 -1

0 1 1 1 1 1 1 0 -1 -1 -1 -1 -1 -1

-1 -1 0 0 0 0 0 1 -1 1 0 1 0 -1 -1

Fig. 14: 1× 5 Edge detection ilter {white = 1; black = −1; others = 0}

If the result is within a valid region, the target pixel is concluded as an edge point. The decision on the edge
type white‑to‑black or black‑to‑white is made by comparing the number of black pixels and white pixels on
the left and right of the kernel.
Clustering
The second step as shown in Fig. 13b is to ind the edge position from the scattered possible edge points by
utilizing the concept of divide and conquer. Every row of the frame is divided into 16 slots, 40 pixels/slot
evenly to exploit the usage of the memory registers. The number of slots is carefully chosen by considering
the focus length of the camera along with the previously knew strip width to ensure there could be at most
one black‑to‑white and one white‑to‑black edge detected in every slot. Therefore, for each slot, only one
decision is required for each edge type. The process divides the task into sub‑taskswith the same input and
output form suitable for applying the alien data analyst algorithm in Fig. 13a . Conquering the result from
each slot would give rise to the inal result.

(a) Alien Detection result (b) Building Detection result

Fig. 15: Detection Flowchart

Distance and Diameter measuring
Tocalculate thedistancemore accurately, the rover is instructed to rotate to the centre of thebuilding,where
the centre position is computed by comparing the number of edges in the left and right eight slots. The
middle four slots with the least deformation are used to decide the width of the stripes. Many situations,
such as misdetection of some edges, are well considered to provide a relatively accurate width in pixels.
Apart from that, with the left and right bounds of the building identi ied by detecting the left‑most and
right‑most edges, the diameter could be easily obtained in term of a constant factorCfocus by the following:

(leftmost − rightmost)× Cfocus

stripewidth
(2)

5.3 Solution to detect multiple objects within an image: The Lock and Block Mechanism
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Rotate back
and unlock

Block the already
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to prevent re‑

peated detection

Unblock
alien

Remain as
blocked alien

NO

YES

YES
NO

Start detecting

Fig. 16: Lock and Block Mechanism

Since the measurement is more accurate if the camera points
toward the object, the rover is instructed to rotate towards the
closest object based on rough distance measurement. During
the rotation, new targets closer to the rover might enter the
camera’s visible region, which could lead the rover unexpect‑
edly target another object. To tackle this, a lockingmechanism
is implemented such that FPGA will only focus on the locked
targets. After the targeted alien is at the centre of the image,
the rover would wait for 50 frames to collect the most reliable
distance data, followed by rotating back and unlocking the tar‑
get. Once a stable measurement is achieved on ESP32 side, an
acknowledgement signal would be sent to FPGA, instructing it



to block the corresponding target and pop out the colour from the detected set. The remaining targets’ in‑
formation would then be transmitted to ESP32 by going through the steps above respectively until all the
targets in the current frame are blocked, winding up the detection process for this node. The colour would
be released from the blocking setwhen the corresponding alien becomes invisible to the rover. This enables
the rover to detect the alien with the same colour multiple times, which is used in the con irmation part as
discussed in the ’control’ section.
5.4 Testing

Error and trialmethod is individually carried out for tuning targets’ HSV and thedecision threshold involved
in the algorithm discussed above to ensure an accurate bounding is found for distance and dimensionmea‑
surement. Calibration experiments are conducted under different lighting conditions to obtain a validated
HSV parameter set. The percentage of valid distance within 50 frames is used as a metric to evaluate the
performance of different ilers.
6

Radar

The radar subsystem aims to locate underground power stationswhich are characterised by a re lective fan
rotating at constant angular velocity.
6.1 Theory

The HB100 microwave radar module consists of a pair of two‑element arrays of inset microstrip patch an‑
tennas. One acts as a sending antenna with frequency 10.5GHz, and the other acts as a receiving antenna.
The spacing between the two array elements is around 1.5 cm, that is, half awavelength, hence the radiation
pattern is expected to be more directed in one plane (say, the elevation) than the other (say, the azimuth).
The radar module senses a target using the Doppler effect. In the non‑relativistic limit (v ≪ c), the fre‑
quency shift of the received signal is ∆f = v

c
f0, where v is the target velocity, c is the speed of the wave,

and f0 is the frequency of the transmitted signal. The module has a radio‑frequency (RF) circuit that gives
an output intermediate frequency (IF) signal after mixing the received signal with the transmitted signal.
6.2 Experimentation and observations

From these observations, it was deduced that the following issues must be addressed:
1. The frequency signature of the fan was measured to be around 360Hz.
2. There is a noticeable amount of high frequency noise.
3. The amplitude of the signal goes up to 5mV when placed near to the fan (Fig. 17a).
4. There is a DC offset in IF signal due to re lections from objects static in the rover frame (Fig. 17a).
5. Movement of the rover introduces very low frequency signals, since the surroundings are nowmoving

in the rover frame.
To target issues 2, 4, and 5, the frequency separation between the clutter (low frequency), the noise (high
frequency), and the target (intermediate frequency) can be exploited and the target signature can be iso‑
lated with a band‑pass ilter around 360Hz. To target issue 3, ampli ication is needed.

(a) Radar signal (b) Bode plot of Band Pass Filter
Fig. 17: Experimentation with Radar (left) and Frequency response of band pass ilter (right)



6.3 Circuit Design

The complete circuit diagram is as shown in Fig. 18. The input of the signal, Vin is from the radar module
and the output, Vout will be a DC signal. The design consists of 5 stages:

• 1st (Non‑inverting ampli ier): Remove negative DC offset, incur new DC offset at 2.5V to give enough
room for the ampli ied signal and amplify with a gain of 500 for easier detection.

• 2nd & 3rd (Band pass ilter): Isolate the target signature signal around 400Hz, attenuate low fre‑
quency clutter and high frequency noise. Has a bandwidth of 500Hz to accommodate for the fact that
the IF signal is not a pure harmonic, since the fan has multiple blades.

• 4th (Inverting DC‑removing ampli ier with half‑wave recti ication): Remove DC offset, amplify with a
gain of ‑8 and half‑wave rectify the AC signal.

• 5th (Peak detection): Smoothen the recti ied signal into a constant DC signal.
Vout is then fed to an analogue‑to‑digital conversion (ADC) pin on ESP32 for further data processing. This
design makes use of the full dynamic range of the ADC, that is, 0− 3.3V.
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20 kΩ

2.5V

+

−
MCP6002

1.9 kΩ

220 nF

5.1 kΩ

220 nF

560Ω

2.5V

−

+

MCP6002

2.5V

1.5 kΩ
470 nF

−

+

MCP6002

2.5V

10 µF
1 kΩ

−

+

MCP6002 Vout

8.2 kΩ

10MΩ 10 µF

4.7 kΩ

470 nF

470Ω

2.5V

1 kΩ

1 µF

519 kΩ

Fig. 18: Ampli ication and iltering circuit

6.4 Radar position and angle, and its effect on Vout

Fig. 19: Effect of distance and angle on the amplitude of V out

The radar module is installed below the rover at about 45 ◦ from the ground, hence the amplitude reaches
3.3V for a longer distance (Fig. 19)when the rover approaches the target. It is also observed that the impro‑
vised design has a better dynamic range, compared to a previous design where an offset of 0.5V remained.
In terms of angle, the amplitude increases as the rover turns towards the target. The fact that the elevation
pattern is more directed manifests itself in the narrower detection band in angle sweep.
At start up, there is a peak in amplitude at about 1V. This is suspected to be due to the electrical noise from
power rails because both experiments involve 2 completely different motion (translation & rotation).
6.5 Microcontroller logic, server and database communication

The microcontroller is programmed to sample the ADC pin at 50Hz and calculate the moving average of 10
samples (using vectors in C++) to reduce the effects of voltage ripple. A threshold of 0.2V is then set, for
which it is considered that a fan is approaching if value > 0.2V. If a fan is approaching, the voltage values
are sent to the server as an indication of possible distance and orientation. Due to the distributed size of
the fan and uncertainties from the sensor, it is mapped to a region on the map instead of a point.



7
Command

The command system aims to enable the interaction between theMars rover and user endpoints. As shown
in Fig. 20, the command system contains four main parts ‑ ESP32, database server, web server, and web
client. The web server and the database server are separated to perform their designated jobs, simulating
real‑life scenarios. The database server focuses on receiving, storing, and redistributing rover’s data, while
the web server processes users’ requests. This arrangement reduces processing loads for each server.

<<block>>

Database Server

parts

DynamoDB : Database

Service : AWS server

properties

Collect rover data sent from ESP32

Store rover data into dynamoDB database

Respond to data request from webserver

<<block>>

ESP32

parts

STA mode : WiFi module

flow properties

in  : start and end signal

in  : navigation mode

out  : rover coordinates (x,y)

out  : alien and tower info

out  : radar signal

out  : battery level

out  : WiFi connection status

<<communication>>

WebSocket Protocol

properties

application layer protocol

bi-directional

minimal overhead

full duplex

<<communication>>

HTTP Protocol

properties

application layer protocol

uni-directional

<<block>>

Web Server

parts

NodeJS : Backend

Service : AWS server

properties

Relay requests from webclient to database server

<<block>>

Web Client

parts

ReactJS : Frontend

<<communication>>

XMLHttpRequest

properties

AJAX request for constant updates

serverclient server client server client

Data Request & ResponseRequest & Response

Fig. 20: Block de inition diagram for structural design of command system

7.1 ESP32 & Database Server communication

WebSocket application‑layer protocol is utilised due to its full‑duplex and bi‑directional characteristics,
which enable both the database server and ESP32 to initiate a data transmission process. Initially, TCP
transport‑layer protocol was used, but after some exploration, WebSocket is chosen because it provides a
more ef icient implementation. The recipient of a message for WebSocket protocol is event‑driven (i.e. a
message handler routine is registered), whereas the TCP socket uses byte streams for transmission. Hence
the message might be divided at the receiving end. As a result, no further reassembling is needed for Web‑
Socket protocol, but extra framing is required to reassemble bytes into a message if TCP transport‑layer
protocol is used [4]. Frommeasurements, the average Round Trip Time (RTT) for a byte to be transmitted
betweenESP32 and the AWS server is 82.3ms, which is slightly longer than the 80.7msRTT for TCP protocol
within a tolerable range. However, WebSocket protocol provides a more ef icient implementation.
Due to the long distance between the rover (onMars) and the database server (on Earth), data is converted
to short code for traf ic reduction. WiFi signal is presumably unstable on Mars. Hence, a robust scheme is
developed to deal with the rover losing connection with the database server, as shown in Fig. 21 below.
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(a) Database server

Connected

State

Awaiting

Reconnection

Disconnected

State
Rover offline mode

Send & 

Reconnect
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Attempt to reconnect
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Initiates

disconnection

or WiFi offline

Connect to server

Receive 'ping'

/ Send 'pong'

(b) ESP32 clientFig. 21: State machine diagram

A NoSQL database (DynamoDB) is utilised to handle large volumes of data at high speed. The stored path
and exploration details for each navigation can be retrieved and presented visually on the website.
7.2 Database server &Web server communication

HTTP protocol is used for the communication process with the web server acting as ’client’ and database
server acting as ’server’. Upon receiving the web server’s requests, the database server will query the
database and assemble its response in .JSON format to facilitate easy parsing at the web server side.
7.3 Web server &Web client communication

AJAX is utilised to allow exchanging messages with the web server asynchronously behind the scene and
update parts of the web page dynamically.



8
Control

The control system ismainly in charge of exchanging data from other relevant subsystems and deciding the
subsequent movement of the rover based on various algorithms.
8.1 Exploration Mode

Exploration Procedure
The total arena is separated into 11× 17 nodes to aid the path‑ inding algorithm, which has been designed
to dynamically change the route to avoid detected obstacles. In order to detect all possible targets, the full
coverage of the map needs to be ensured. The exploration algorithm is shown in Fig. 22. At each node, an
obstacle detection procedure is carried out as shown in the lowchart below (Fig. 23). [5]

End
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20 cm
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nodes are chosen as
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To cover the whole map, the unvisited adjacent node which has the 

smallest Manhattan distance to the start node must be prioritised.

Obstacle regions are 

marked as blocked nodes

Fig. 22: Exploration Algorithm
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YES

Fig. 23: Alien Detection

Con irmation
The designed exploration algorithm ensures each alien or tower to be detected at least twice from different
positions, avoidingmistaken detection. When detecting a speci ic alien for the second time, ESP32will com‑
pare the result with the previous measurement. If the two measurements are close, the rover will average
the two results. Meanwhile, on the server‑side, the alien displayed on the website will adjust its position.
Conversely, if a signi icant deviation was obtained from the two measurements, this alien will be remem‑
bered as “uncertain” and temporarily erased from the server‑side map. After exploring the whole arena,
the rover will search for the “uncertain” alien and remeasure its position to ensure accurate mapping.
Obstacle Avoidance
Three ToF (Time of Flight) sensors are introduced such that the rover is aware of its neighborhood which
is within the blind spot of the camera. If any obstacle is detected within this region, an interrupt will be
triggered, instructing the rover back to its previous node position while aligning its camera with the antici‑
pated node. The camerawould then reexamine the node and update themap if needed. After that, the rover
would return to its initial position before the interrupt and give the control back to the main sequence.

(a) At previous Node, alien not detected (b) Facing the anticipated node, alien detected by Tof (c) Return Back and reexamine that node

Error Correction
Four HC‑SR04 ultrasonic devices are placed on the rover, facing four directions perpendicular to each other.
Due to the surroundingnoise, distancedata collectedby theultrasonic devices is unstable. Hence, a lowpass
ilter is added for simple noise suppression purposes. At the later phase of the exploration, the optical low
sensor, which has accumulated error, gradually becomes inaccurate. In comparison, the ultrasonic device,
which has constant error, is thus used for error correction. When the rover reaches different locations of
the arena, different equations need to be applied for position coordinate calculation. Fig. 25 shows two
scenarios, where l1, l2, l3, l4 are distances measured by four ultrasonic devices, (x, y) represents current
rover coordinates and θ is the tilting angle of the rover.
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Fig. 25: Example situations for distance measured by the ultrasonic device

The general equations are summarised as:{
x = l4 cos(θ), θ < tan−1( y

x
)

y = l4 sin(θ), otherwise

{
y = l2 cos(θ), θ < tan−1(w−x

y
)

x = w − l2 sin(θ), otherwise{
x = x− l3 cos(θ), θ < tan−1( h−y

w−x
)

y = h− l3 sin(θ), otherwise

{
y = h− l1 cos(θ), θ < tan−1( x

h−y
)

x = l1 sin(θ), otherwise

8.2 Subsystem communication

ESP32 communicates with different components using different communication protocols.
Subsystems Usage Protocol Characteristics

FPGA⇔ ESP32 Transmit vision data SPI Faster transmission speed, suitable
for transmitting large amount of data

Arduino Nano Ev‑
ery⇔ ESP32

Transmit ultrasound and
ToF sensors measured data

UART Fast enough for transmitting small
amount of data

Database server ⇔
ESP32

Communicate with the
database server

WiFi Wireless transmission with security;
Large connection range

Table 4: Communication Protocols for ESP32

8.3 Additional Modes

Besides the basic exploration modes, additional functions are also implemented.
1. The rover can move to a destination or an alien speci ied by the endpoint user. A* algorithm is used

for shortest path calculation. [6]
2. The rover must return to the origin when battery level is low. ESP32 would constantly compute the

shortest path to the origin using A* algorithm and decidewhether returning is possible and necessary
based on the current battery level.

3. Remote control is implemented. The command subsystem is directly linkedwith the drive subsystem
for this function.

9
Integration and Testing

The testing methodology for each individual subsystems are described in the above sections. The integra‑
tion testing process starts from connecting each individual subsystem to the control subsystem.

• Vision + Control: A debugging interface between ESP32 and FPGA is implemented which allows
users to pick up to ten 16‑bit variables from FPGA, to be displayed on the ESP32 console at the start
of each map node.

• Command + Control: A mock ESP32 client program is created which constantly sends simulated
rover data to the database server for web app rendering. WiFi connection instability of ESP32 is
simulated by manually closing and reopening WiFi hot spot. it is tested that an ESP32 disconnection
can be detected and displayed on the web app.

After making sure each subsystem can communicate with ESP32, inter‑modular testings involving three



related subsystems are conducted. In this way, defects in the interaction between the subsystems can be
exposed, making fault localisation easier.

• Vision + Control + Drive: Various placements of balls and towers, including marginal situations like
many aliens placed together at the start, were used to test the behaviour of detecting and measuring
the distance between the rover and the obstacles. Besides, a few complete explorations onMarsArena
were conducted.

• Command + Control + Drive: The testing procedure was designed in such a way that after a user
clicks the ’start’ button on the web app and ESP32 receives the ’start’ signal, the rover will perform a
sequence of simple prede ined movements. This process checks the accuracy and synchronisation of
the rover’s path display on the web app. The remote control function was also tested at this stage.

Then, the fourmain subsystems (i.e. command, control, vision and drive) were integrated and tested before
combining radar and energy subsystems to conduct the overall system test.
10

Evaluation and FutureWork

The outcome of each subsystem is evaluated below and possible improvements are suggested:
• Energy: The overall design is fairly robust because many factors such as the battery’s BMS, MPPT
effectiveness and the system’s ef iciency were taken into considerations. In future, power from the
Sun can be maximised further using a pan‑and‑tilt module. Moreover, an autonomously‑charging
mechanical system could be implemented in order for the rover to charge itself on Mars.

• Drive: Pure rotational and translational motion are reliable on most surfaces. Possible extensions to
implement curved motion could be considered wherever navigation algorithms require such.

• Radar: The full dynamic range of the ADC pins are utilised in the radar circuit. Further improvements
could be touse adigital potentiometer to increase resolution so a gradient radarmap canbe visualised
on the website.

• Vision: Neural network has been considered for more accurate obstacle recognition. However, even
with the the fastest transmission protocol SPI, the time needed to transmit a frame data from FPGA
to ESP32 is lower‑bounded by 80s. This leaves no option but to perform the data within FPGA. Trans‑
mission speed barrier needs to be overcome since it is the prerequisite for applying neural network.

• Command: All requirements aremet but could be improved by adding Secure Socket Layer (SSL) and
Transport Layer Security (TLS) to establish authenticated and encrypted links.

• Control: The current driving system is overly reliant on the optical low sensor, which is heavily af‑
fected by external conditions (i.e. surface and lighting). Kalman Filter Algorithm can be used for
continuous error correction during the exploration. Rover’s coordinates collected from the optical
low sensor and ultrasonic devices can be used as measurements. A state space transition model can
be developed by combining Eq. 1 and time‑based equations describing the rover trajectory, where
(x, y) is rover’s coordinate and θ is rover’s angle:

xt = xt−1 + ṙt−1 cos(θt−1 + φ̇t−1∆t)

yt = xt−1 + ṙt−1 sin(θt−1 + φ̇t−1∆t)

θt = θt−1 + φ̇t−1∆t

(3)

The nonlinear system can be linearised by Taylor Expansion, and then applied in the Kalman ilter
algorithm to obtain the best estimate of the rover’s location and orientation.

Tomeet the non‑functional requirement, a suitable balance has been chosen between exploration time and
accurate obstacle detection. The rover is able to complete the exploration within a reasonable amount of
time. The website interface is easy to use and the communication latency is below the required 200ms.
All functional requirements outlined in the requirementdiagram(Fig. 1) aremet. The rover can successfully
detect and avoid obstacles, charge using solar energy, explore the arena autonomously and communicate
with the server.
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Appendix

11.1 Energy

(a) Irradiance level and Power over time (b) Comparison of P&O and IC

Fig. 26: MPPT

2S2P 4S 2S2P 4S
From 3.7V to (V) From 8.6V to (V) From 34.6mA to (mA) From 16.8mA to (mA)

Dark Light 3.6 8.3 34.8 16.2
Dark Light

Light Dark 3.7 8.1 20.5 15.8
Light Dark

Light Light 2.2 8.3 19.2 16.15
Dark Dark

Dark Dark 2 8.2 18.5 15.9
Light Light

Dark Dark 2.2 3.2 20.5 6.2
Dark Light

Light Dark 2.2 3.2 20.5 6.2
Dark Dark

Table 5: Effect of using bypass capacitors on partial shading

11.2 Vision

Fig. 27: pixel distorted around the edges in a slash shape

SourceCode, source code for clustering
1 if(x is within slot 1) begin // pure or
2 if( blackToWhite_detected ) begin
3 if(slot_1_count_bw == 0) begin



4 slot_1_bw_tmp <= x;
5 slot_1_count_bw <= 1;
6 slot_1_blackToWhite <= 0;
7 end
8 else if(slot_1_count_bw <= bwb_threshold) begin
9 if(((x >= slot_1_bw_tmp) && (x-slot_1_bw_tmp <= 5)

10 )
11 ||((x < slot_1_bw_tmp) && (slot_1_bw_tmp - x <= 5)))begin
12 slot_1_count_bw <= slot_1_count_bw + 3;
13 end
14 else slot_1_count_bw <= slot_1_count_bw - 1;
15 end
16 else if((slot_1_count_bw > bwb_threshold) && (slot_1_blackToWhite !=

slot_1_bw_tmp)) begin
17 slot_1_blackToWhite <= slot_1_bw_tmp;
18 count_b_w <= count_b_w + 1;
19 end
20 end
21 else if(whiteToBlack_detected) begin
22 if(slot_1_count_wb == 0) begin
23 slot_1_wb_tmp <= x;
24 slot_1_count_wb <= 1;
25 slot_1_whiteToBlack <= 0;
26 end
27 else if(slot_1_count_wb <= bwb_threshold) begin
28 if(((x >= slot_1_wb_tmp) && (x-slot_1_wb_tmp <= 5) )
29 ||((x < slot_1_wb_tmp) && (slot_1_wb_tmp - x <= 5)))begin
30 slot_1_count_wb <= slot_1_count_wb + 3;
31 end
32 else slot_1_count_wb <= slot_1_count_wb - 1;
33 end
34 else if((slot_1_count_wb > bwb_threshold) && (slot_1_whiteToBlack !=

slot_1_wb_tmp)) begin
35 slot_1_whiteToBlack <= slot_1_wb_tmp;
36 count_w_b <= count_w_b + 1;
37 end
38 end
39 end
40 .
41 .
42 .

Alien Data Analyst
1 Pink alien example
2 //--------------------------------------------------------------------------
3 assign mid_deviation_p = ((estimatated_region_end_p + estimatated_region_start_p)

> (max_start_edge_x_position_p + max_end_edge_x_position_p)) ?
4 ((estimatated_region_end_p + estimatated_region_start_p) - (

max_start_edge_x_position_p + max_end_edge_x_position_p)): ((
max_start_edge_x_position_p + max_end_edge_x_position_p) - (
estimatated_region_end_p + estimatated_region_start_p ));

5 assign difference_p = max_end_edge_x_position_p - max_start_edge_x_position_p;
6 //--------------------------------------------------------------------------
7 //Pink
8 if(count_p > count_threshold) begin
9 if(estimated_val_p == 0)begin

10 estimatated_region_start_p <= max_start_edge_x_position_p;
11 estimatated_region_end_p <= max_end_edge_x_position_p;



12 //reset
13 x_min_p <= IMAGE_W -11'h1;
14 x_max_p <= 0;
15 estimated_val_p <= 1;
16 end
17 else begin
18 if(mid_deviation_p > horizontal_edge_region_threshold)begin
19 estimated_val_p <= estimated_val_p - 1;
20 end
21 else begin
22 if(difference_p < difference_threshold )begin
23 estimated_val_p <= estimated_val_p + 1;
24 if(x_min_p > max_start_edge_x_position_p) begin
25 x_min_p <= max_start_edge_x_position_p;
26 end
27 if(x_max_p < max_end_edge_x_position_p) begin
28 x_max_p <= max_end_edge_x_position_p;
29 end
30 end
31 end
32 end
33 end

11.3 Integration

Aliens Position accuracy Alien Tower Position accuracy Alien Tower Diameter
W/Without Avg Filter 90%± 5% 78%± 10%
w/Without Gaussian Filter 88%± 8% 75%± 11%

Table 6: ilter accuracy evaluation
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